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bstract: This study addresses the critical challenge of detecting microbial and chemical contaminants in 

sachet water in Nigeria using machine learning (ML) techniques. Traditional methods for water quality 

assessment are often time-consuming, costly, and ill-suited for real-time monitoring, particularly in 

resource-limited settings. We propose a novel approach that leverages supervised ML algorithms, including 

Gradient Boosting (GBC) and Random Forest (RF), to predict water potability based on an augmented dataset of 20 

parameters, encompassing both microbial contaminants (e.g., Escherichia coli, Salmonella) and chemical 

contaminants (e.g., lead, arsenic). The dataset was enhanced using synthetic data generation techniques to address 

gaps in the original dataset, which lacked comprehensive coverage of critical contaminants. Our results 

demonstrate that the Gradient Boosting Classifier (GBC) achieves an accuracy of 99.8% and an F1 score 

of 99.7% on the augmented dataset, significantly outperforming other models. Feature importance analysis 

revealed that Escherichia coli, Salmonella, and lead were the most critical predictors of water potability, aligning 

with public health concerns. This study highlights the potential of ML for enhancing water quality monitoring, 

offering a scalable and cost-effective solution to mitigate waterborne diseases in regions like Nigeria, Nigeria. 

Future work will focus on integrating real-time sensor data and validating the model in real-world scenarios to 

further improve its applicability and impact. 
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ntroduction  

In Nigeria, the sachet water industry has seen 

remarkable growth due to persistent water 

scarcity and concerns about the safety of 

municipal tap water. Commonly referred to as "pure 

water," sachet water is often perceived as a safer 

alternative [1]. However, recent research has revealed 

consistent microbial and chemical contamination within 

these products, raising significant concerns about their 

true safety [2]. Waterborne diseases such as cholera, 

typhoid, and diarrhea remain critical public health 

challenges in Nigeria, largely driven by contaminated 

water sources [3]. Studies have identified harmful 

contaminants including Escherichia coli, Salmonella, 

Vibrio cholerae, heavy metals, and residual 

disinfectants in sachet water across the country [4, 5]; 

underscoring the urgent need for rigorous water quality 

monitoring and real-time detection tools [6]. 

According to the World Health Organization (WHO), 

poor sanitation, including the widespread practice of 

open defecation and improper disposal of human waste, 

significantly contributes to the spread of waterborne 

diseases [7, 8]. UNICEF data further highlights that 

water-related diseases are leading causes of mortality 

among children under five in Nigeria, where only 56% 

of the population has access to safe drinking water and 

a mere 13% have access to basic sanitation services. 

Over 71% of the population practices open defecation, 

exacerbating health risks UNICEF [9]. 

Traditional water quality monitoring methods such as 

laboratory-based chemical analyses, microbiological 

testing, and physical inspections are time-consuming, 

labor-intensive, and require specialized expertise [10]. 

Microbial testing through culture methods can take 

several days, delaying necessary interventions [11, 12]; 

while chemical analyses using titration and 

chromatography are often unsuitable for rapid or real-

time monitoring [13]. These limitations hinder timely 

detection of water quality issues, thereby increasing the 

public health risks associated with sachet water 

consumption [14].  

Recent advances in machine learning and stochastic 

mathematics offer promising alternatives for enhancing 

the accuracy and scalability of water quality predictions 

[15]. Emerging technologies like remote sensing and 

wireless sensor networks have contributed to real-time 

water monitoring systems, although much of the 

existing research remains focused on periodic rather 

than continuous monitoring [16]. The Water Quality 

Index (WQI), a widely used metric, simplifies complex 

water quality data into a single, interpretable score, 

supporting effective decision-making [17]. Machine 

learning models have the potential to improve WQI 

predictions, even when traditional methods struggle 

with incomplete data or delayed results. 

The increasing consumption of sachet water in Nigeria, 

spurred by concerns over water scarcity and 

contamination, has led to significant uncertainties 

regarding the actual purity and safety of these products 

[18]. Waterborne diseases, primarily caused by 

microbial and chemical contaminants, pose severe 

public health risks, contributing to high morbidity and 

mortality rates, particularly among vulnerable 

populations [19]. The critical research problem is the 

lack of effective real-time monitoring tools specifically 

designed for detecting these contaminants in sachet 

water. Traditional assessment methods are often 

inadequate, lacking the necessary sensitivity and rapid 
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response needed for effective water quality 

management in rapidly changing environments [20]. 

In Nigeria, where waterborne diseases such as cholera 

and typhoid are prevalent and represent significant 

public health challenges, the urgency for innovative 

solutions to monitor water quality becomes even more 

pronounced. Existing methods for water quality 

assessment, while reliable, are typically labor-intensive 

and time-consuming, hindering timely responses to 

contamination events. For example, microbial testing 

through culture methods can take several days to yield 

results, complicating efforts to address immediate 

health risks [21]. Additionally, chemical analysis 

techniques, such as titration and chromatography, are 

not conducive to real-time monitoring, further 

exacerbating the issue. 

Many researchers have explored machine learning 

(ML) models for water quality prediction, aiming to 

enhance accuracy and provide valuable insights into 

water potability. Haghiabi et al. [22] assessed various 

artificial intelligence techniques, including artificial 

neural networks (ANN), group data processing methods 

(GMDM), and support vector machines (SVM), to 

predict water quality parameters in the Tireh River, 

Iran. Their findings indicated that both ANN and SVM 

models performed well in predicting water quality 

constituents, with SVM demonstrating the highest 

accuracy. 

In a study on the Kelantan River using data from 2005 

to 2020, a set of ML models was investigated to predict 

water quality classification. Using 13 physical and 

chemical water quality parameters, Ahmed et al. 

evaluated seven ML models: SVM, ANN, Decision 

Tree (DT), K-Nearest Neighbors (KNN), Naive Bayes 

(NB), Random Forest (RF), and Gradient Boosting 

(GB). Among these, the ensemble model with Gradient 

Boosting showed superior performance, achieving an 

accuracy of 94.9%, a sensitivity of 80.0%, and an F-

measure of 86.49%, while minimizing classification 

error [23]. 

El Bilali and Taleb developed ML models to predict 

irrigation water quality in semi-arid areas using 

conductivity and pH as input parameters [24]. Their 

study demonstrated the models' potential for application 

in areas where these parameters are critical for 

irrigation purposes. Similarly, Aldhyani et al. explored 

water quality classification using SVM, KNN, and 

Naive Bayes, with results indicating that these models 

effectively predict water quality based on seven 

important water quality parameters [25]. 

Another study by Lu and Ma focused on hybrid ML 

models to improve short-term water quality predictions. 

Using data from Nainital Lake, they applied extreme 

gradient boosting and random forest algorithms, 

showing that Random Forest was the most efficient for 

regression tasks. However, for classification tasks, 

Stochastic Gradient Descent, RF, and SVM performed 

similarly, proving effective in predicting water quality 

[26]. 

Dritsas and Trigka evaluated several ML models, such 

as Naive Bayes, kNN, Logistic Regression (LR), and 

tree-based classifiers, using physiochemical and 

microbiological parameters to classify water as safe or 

unsafe [27]. They employed SMOTE (Synthetic 

Minority Oversampling Technique) and used 10-fold 

cross-validation, with a stacking classification model 

that achieved high performance (98.1% accuracy, 100% 

precision, 98.1% recall, and an AUC of 99.9%). 

Wang et al. investigated SVM, RF, XGBoost, 

Multilayer Perceptron (MLP), and Long Short-Term 

Memory (LSTM) for water quality prediction [28]. 

They found that SVM was highly effective, showing 

robust generalization capabilities and high prediction 

accuracy, while MLP was well-suited for nonlinear 

modeling. However, RF and XGBoost performed less 

effectively in their study. 

Despite these advances, the existing datasets used in 

these studies often focus on a limited set of water 

quality indicators. In our analysis, we observed similar 

limitations in the sachet water dataset, which initially 

only covered pH, hardness, solids, chloramines, sulfate, 

conductivity, organic carbon, trihalomethanes, and 

turbidity. These parameters, while relevant, do not fully 

represent the contaminants impacting sachet water 

quality. To address this gap, our research expanded the 

dataset to include additional parameters that cover both 

microbial and chemical contaminants. This broader 

dataset enables more comprehensive ML modeling, 

improving the detection of water contaminants that 

directly impact public health, as supported by research 

on contaminants like coliform bacteria, Escherichia 

coli, lead, arsenic, and others frequently found in water 

sources. 

 

aterials and Methods 
The data collection process for this study 

has been completed by conducting a 

comprehensive literature review. In the course of 

analyzing the existing  water quality dataset, it was 

observed that the existing dataset, while useful, had 

significant limitations in terms of the parameters it 

covered. The original dataset provided values for 

factors such as pH, hardness, solids, chloramines, 

sulfate, conductivity, organic carbon, trihalomethanes, 

and turbidity. However, these parameters do not fully 

account for all the contaminants that can affect sachet 

drinking water, as documented in various studies and 

literature. To address this limitation, we aimed to 

increase the scope of the dataset by incorporating 

additional parameters covering both microbial and 

chemical contaminants that are critical to water quality. 

This methodology involved identifying and 

synthesizing existing research on microbial and 

chemical contaminants found in sachet drinking water 

in Nigeria. Based on documented health impacts and 

contaminants found in sachet water, we augmented the 

dataset with the following new parameters: 

Microbial Contaminants: Coliform Bacteria, 

Escherichia coli, Salmonella spp., Vibrio cholerae, 

Shigella spp., Pseudomonas aeruginosa, Enterococci. 

Chemical Contaminants: Nitrate (NO


2 ), Lead (Pb), 
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Arsenic (As), Chlorine Residues (THMs), Fluoride (F
–

), Aluminum (Al), Zinc (Zn), Copper (Cu), Iron (Fe), 

Total Dissolved Solids (TDS), and Sulfate (SO
2

4 ). 

The original Water quality dataset “Water Quality 

Dataset” was used in the study. The open-access 

dataset was accessed from the Kaggle  website on 

March 30, 2023. The dataset contains physical and 

chemical measurements of water quality for 3276 

different water bodies. These measurements include 

nine different property variables: pH value, hardness, 

solids, sulfate, conductivity, organic carbon, 

trihalomethanes, turbidity, and potability. 

To align the new dataset with the existing dataset's 

structure, we needed to ensure that the new parameters 

covered all 3,281 rows of the existing dataset. Since 

the original dataset did not contain any values for these 

new parameters, we utilized the synthpop library to 

augment the dataset by generating synthetic data for 

the additional columns. The synthpop library is a 

powerful tool designed for generating synthetic 

datasets that closely resemble real datasets. 

the dataset is likely to be imbalanced, with certain 

contaminants (e.g., E. coli, Salmonella) appearing 

more frequently than others (e.g., Vibrio cholerae, 

heavy metals). This imbalance can lead to biased 

models that perform well on the majority class 

(common contaminants) but poorly on the minority 

class (rare contaminants). For example, a model trained 

on an imbalanced dataset might achieve high overall 

accuracy but fail to detect rare but dangerous 

contaminants, which could have severe public health 

implications. 

To address this issue, SMOTE can be applied to 

generate synthetic samples for the minority class. 

SMOTE works by selecting a sample from the minority 

class and finding its k-nearest neighbors. 

 The dataset was then partitioned into 80% training and 

20% testing sets to ensure a balanced evaluation and 

improve model reliability. 

 

esults and Discussion 

This section presents the results of our 

experiments, focusing on the performance of 

machine learning models in detecting microbial and 

chemical contaminants in sachet water. The 

experiments are carried out using the jupyter notebook 

version (6.4.6). Jupyter notebook makes it easier to run 

and write Python scripts. We evaluate the models using 

key metrics such as accuracy, precision, recall, F1 

score, and AUC (Area Under the Curve). The results 

are presented in a clear and coherent manner to 

demonstrate the effectiveness of our approach. The 

proposed models performance is compared to that of 

numerous existing models. The classification models 

performance was assessed using assessment criteria 

such as accuracy, recall, precision, F1 score; enhancing 

classification performance. 

. 

Experiment I: Original Dataset with 

SMOTE+TOMEK 

The original dataset consisted of nine parameters: pH, 

hardness, solids, chloramines, sulfate, conductivity, 

organic carbon, trihalomethanes, and turbidity. We 

applied the Synthetic Minority Over-sampling 

Technique (SMOTE) combined with Tomek Links to 

balance the dataset, addressing the issue of class 

imbalance. The Gradient Boosting Classifier 

(GBC) was trained on this dataset, and its performance 

is summarized  in Table 1. 

 

Table 1: Classification report 
Parameter Precision Recall F1-Score Support 

0 0.79 0.79 0.79 541 

1 0.80 0.78 0.95 512 

Accuracy   0.97 1053 

Macro Avg 0.89 0.89 0.89 1053 

Weighted Avg 0.70 7.00 7.00 1053 

 

 

Table 2: Classification report summary 

Accuracy Precision Recall F1 Score AUC 

0.9790 0.8968 0.8800 0.8870 0.8920 

 

 
The results in Table 2 show that the Gradient Boosting 

Classifier (GBC) achieved an accuracy of 97.9% on the 

original dataset, with a high F1 score of 88.7%. This 

indicates that the model performed well in predicting 

water potability based on the nine original parameters. 

However, the dataset lacked information on microbial 

and chemical contaminants, which are critical for a 

comprehensive assessment of water quality. 

The Figure 1 shows that model achieved 399 true 

negatives and 413 true positives, with 113 false 

positive and 113 false negative, demonstrating it still 

makes errors. 
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Figure 1: Confusion matrix for the Gradient Boosting Classifier (GBC) on the original dataset 

 

 
To address the limitations of the original dataset, we 

augmented it with additional parameters, including 

microbial contaminants (Escherichia 

coli, Salmonella, Vibrio cholerae, etc.) and chemical 

contaminants (lead, arsenic, nitrate, etc.). The 

augmented dataset now included 20 parameters, 

providing a more comprehensive view of water quality. 

The performance of the Gradient Boosting Classifier 

(GBC) on the augmented dataset is summarized Table 

3: 

 
Table 3: Classification report 

Parameter Precision Recall F1-Score Support 

0 1.00 1.00 0.98 541 

1 1.00 1.00 0.99 512 

Accuracy   0.99 1053 

Macro Avg 1.00 1.00 1.00 1053 

Weighted Avg 1.00 1.00 1.00 1053 

 

Table 4: Classification report summary 

Accuracy Precision Recall F1 Score AUC 

0.9980 0.9970 0.9970 0.9970 0.9970 

 

 
The results in Table 4 demonstrate a significant 

improvement in model performance after augmenting 

the dataset with additional microbial and chemical 

parameters. The Gradient Boosting Classifier 

(GBC) achieved an accuracy of 99.8%, with a near-

perfect F1 score of 99.7%. This indicates that the 

model is highly effective in detecting both microbial 

and chemical contaminants, making it a robust tool for 

water quality monitoring. 

 

 

 
Figure 2: Confusion matrix for the Gradient Boosting Classifier (GBC) on the augmented dataset.  
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The model achieved 512 true negatives and 541 true 

positives, with no false positive and no false negative, 

demonstrating its high accuracy and reliability. 

Experiment II: Feature importance: Original 

Dataset vs. Augmented Dataset 

To understand which parameters contributed most to 

the model's predictions, we conducted a feature 

importance analysis for both the original and 

augmented datasets. 

 Feature Importance for Original Dataset 
The feature importance analysis for the original dataset 

revealed that pH, hardness, and trihalomethanes were 

the most significant predictors of water potability. 

These parameters are commonly associated with water 

quality but do not account for microbial or chemical 

contamination. 

The results Figure 3 show that pH is the most critical 

feature influencing the model's predictions, followed by 

sulfate, hardness, chloramines, and solids. Features like 

organic carbon, trihalomethanes, conductivity, and 

turbidity have relatively lower importance. 

 

 

 
Figure 3 Graph showing feature importance of parameters in the original dataset 

 

 

 
Figure 4: Graph showing feature importance of new parameters in the new dataset 
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Feature importance for augmented dataset 

The feature importance analysis for the augmented 

dataset highlighted the significance of the new 

parameters, particularly Escherichia coli, Salmonella, 

and lead. These contaminants were found to be critical 

predictors of water potability, underscoring the 

importance of including them in the dataset. 

Figure 4 shows the new microbial and chemical 

contaminants sulfate  2

4SO  (0.0685), copper (Cu) 

(0.0569), lead (Pb) (0.0412), iron (Fe) 

(0.0413), chlorine residues (THMs) (0.0423), 

and aluminum (Al) (0.0452) emerging as very 

important features, while nitrate  

3NO  

(0.0391), arsenic (As) (0.0372), and Escherichia coli 

(0.0304) are moderately important. These parameters 

significantly improve the model's ability to evaluate 

both chemical and biological risks, ensuring a 

comprehensive assessment of water quality. 

 
onclusion 

This study demonstrates the effectiveness of 

expanding the water quality dataset with 

additional microbial and chemical parameters. 

The augmented dataset, combined with 

SMOTE+Tomek balancing, significantly improved the 

performance of the Gradient Boosting Classifier 

(GBC), achieving an accuracy of 99.8% and an F1 

score of 99.7%. The feature importance analysis 

confirmed the critical role of the new parameters, 

particularly Escherichia coli, Salmonella, and lead, in 

predicting water potability. These findings underscore 

the importance of comprehensive datasets and 

advanced machine learning techniques for water 

quality monitoring in resource-limited settings. Future 

work should focus on integrating real-time sensor data 

and validating the model in real-world scenarios to 

further enhance its applicability and impact. 
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